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1. The buyer usually drives the key events that “crack the bullwhip” in the supply chain (promotions and assortment
changes).

2. The buyer driven forecast depends on only one technological platform and is therefore scalable across many,
items and suppliers with similarly accurate results.
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EXAMPLE PROJECT

The proposed procedure for determining project and
feeding buffers is best explained with a simple example
rather than a mathematical presentation. The required
scheduling data for an example project are given in
table 1. We assume for this example that the time to
perform each activity is normally distributed. Other
probability distributions could be used; however, the

normal probability distribution is both familiar and
reasonable. These data can be used to develop a project
network and schedule as shown in figure 1.

QUANTIFYING BUFFERS FOR PROJECT SCHEDLILES

TABLE 1: Data for Example Project

Standard Deviation
Of Activity Time
(Weeks)

Expected
Activity Time
(Weeks)

Immediate

Activity Predecessors

A 10
5
10
3
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Close examination of the project network in figure 1
shows that activities B and E form a short string of
activities that merge with the critical path formed by
activities ACFG. Activities B and E each have a slack
of one week and form part of a near-critical path,
ABEFG. In contrast, activity D has a slack of 13 and is
unlikely to affect the project completion date.
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TABLE 2: Inflated Activity Times for Example Project

Activity Inflated Activity Times (Weeks)
) 113
B 7.6
Cc 11.3
b} 4.3
E 6.6
F 7.3
G 6.3

SCHEDULING WITH INFLATED
TIME ESTIMATES

Goldratt [3, p.45] suggests that people inflate activity
time estimates so that there is an 80-90% probability of
finishing an activity on fime. For our example problem,
assume that the true standard deviation in activity times
is given in table 1 and that people inflate time estimates

to give a 90% probability of on-time completion for each
activity. Using a cumulative normal probability distri-
bution, we find that the inflated time estimates will be
1.28 standard deviations above their expected values.
These inflated activity times are given in table 2, and
the corresponding project network and schedule are
given in figure 2.

A comparison of the two schedules shows that in-
flating activity times increases the project duration
from 31.0 weeks to 39.1 weeks. Thus, inflating activity
time estimates adds 8.1 more weeks to the project. That
is slightly more than a 25% increase in the project du-
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ration. If we can implement Goldratt's ideas and use
the expected time estimates for individual activities,
then we have up to 8.1 weeks for a project buffer and
reductions in the project duration. A project buffer is a
time butfer placed at the end of the project network to
protect the project from variation in activity times. The
expanded project network with a project buffer is
shown in figure 3.

Unfortunately Goldratt [3] gave little guidance on
the sizing of project buffers. We will present a method
for doing so in the next section. But first we will exam-
ine the impact of inflating time estimates on the criti-
cal path in our example problem.

A comparison of the schedule using the expected
activity times (shown in fig. 1) with the schedule us-
ing inflated activity times (shown in fig. 2) reveals that
the critical path shifted from ACFG to ABEFG. That
shift was caused by the greater uncertainty in activi-
ties B and E, which is reflected in their higher stan-
dard deviations. The greater uncertainty resulted in
more safety time being added to the expected activity
times for activities B and E. That, in turn, caused a shift
in the critical path.

This shift illustrates one possible effect of inflated
activity time estimates. People will add more safety time
for activities having greater uncertainty, which, in turn,
may cause a shift in the critical path as illustrated in our
example. The shift may then cause a project manager to
concentrate on an incorrect critical path.

QUANTIFYING PROJECT BUFFERS

Goldratt [3] proposed that expected activity times
be used for project scheduling and that uncertainty in
project times be counterbalanced with a single project
buffer. The project buffer, which provides a safety time
for the entire project, replaces the safety time given by
inflating individual activity time estimates (see fig. 3).
Although Goldratt does not give us much guidance

on how to determine the size of a project buffer, there
are readily available project simulation tools that can
be used to size project buffers.

Project Simulation

Monte Carlo simulation techniques have been used
for many years to analyze project completion probabili-
ties. Project simulation is discussed in project manage-

ment texts such as Davis, Moder, and Phillips [2]; in
simulation texts such as Pritsker, Sigal, and Hammerfar
[5]; and in construction management literature such as
AbouRizk and Halpin [1]. In addition, project simula-
tion capability is available as an add-in or module for
some commercial project scheduling software.

Let us now examine the use of simulation to size
project buffers for our example problem. Using the data
in table 1, the example project was simulated with ten
thousand trials. Key simulation results are summarized
in table 3, and a cumulative probability distribution
for the project completion time is given in figure 4.

The Expected Value Trap

The project simulation results show a slight increase
in the mean project time when simulation is used in-

stead of expected activity times. The mean project time
for the simulation was 31.7 weeks. In contrast, the
project time using the expected values was 31.0 weeks,
as shown by the schedule in figure 1.

The probability of an activity being on the critical
path is given by its criticality index. Thus as shown by

the criticality indices in table 3, activity A was on the
critical path in all the simulation trials, activity B was
on the critical path in 37% of the trials, activity C was
on the critical path for the other 63% of the trials, and
activity D was never on the critical path.
Examination of the criticality indices shows that the
path ABEFG was critical in 37% of the trials. Use of
expected activity times to calculate project completion

TABLE 3: Key Simulation

Results

Mean Project Time
Minimum Project Time
Maximum Project Time
A Criticality Index

B Criticality Index

C Criticality Index

D Criticality Index

E Criticality Index

F Criticality Index

G Criticality Index

31.7 weeks
22.6 weeks
41.7 weeks
1.00
0.37
0.63
0.00
0.37
1.00
1.00

QUANTIFYING BUFFERS FOR PROJECT SCHEDULES
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Simulated project completion

times overlooks the impact of this near-critical path and
assumes that path ACFG will always be the critical
path. In contrast, the simulation model captured the
effect of the near-critical path, resulting in an increase
in the expected project completion time.

This situation is not unique to our example; it oc-
curs in most projects that have near-critical paths. This
understating of project completion times is an example
of the “expected value trap,” which occurs when an
incorrect answer is given by using a deterministic so-
lution procedure for a probabilistic problem.

Sizing Project Buffers

The size of the project buffer depends on the desired
probability for completing the project on schedule. The
cumulative probability distribution in figure 4 shows

the relationship between project completion prob-
abilities and project time. Suppose, for example, a 90%
probability of completing the project on schedule was
desired. Reading from the graph we see that the prob-
ability of completing the project in 35 weeks or less is
90%. The project buffer is the difference between the
90% project completion time of 35 weeks and the
simulated expected project completion time of 31.7
weeks. Thus, a project buffer of 35 - 31.7 = 3.3 weeks
is required.

Comparing that result to the project schedule shown
in figure 2 (where individual activity times were in-
flated to give a 90% probability of completing the ac-
Hvity on ime) shows the benefits of Goldratt’s approach.
The project schedule with inflated activity times re-
quires 39.1 weeks. In contrast, the schedule with a
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project buffer requires only 35 weeks. This four-week
reduction in project time can be a very important com-
petitive advantage in terms of both earlier project
completion and cost.

In this section we have shown that there is a rela-

tionship between the size of the project buffer and the
probability of completing the project by a specified
time. Although the procedure was demonstrated for a
simple example project, the same methods can be used
for any project without restriction on the number of
activities, the precedence relationships, resource con-
straints, or the form of the probability distributions for
activity times. In the next section we turn our atten-
tion to feeding buffers.

Sizing Feeding Buffers

Goldratt [3] uses ideas from his theory of con-
straints to develop the concept of feeding buffers.
The constraint for a project is the critical path. Feed-
ing buffers are time buffers placed in the project
network to protect the critical path. Figure 5 is the
example network with feeding bufters placed where
noncritical paths merge with the critical path. Again,

Goldratt [3] provides little guidance on sizing these
buffers.

Any activity that is not on a critical path has some
slack. This slack provides a buffer for any string of
activities that merge with the critical path. Project
scheduling literature describes a type of slack called
free slack, which is the time an activity can be delayed

without delaving the early start time of a successor
activity. Free slack is associated with the last activity
in a string of activities prior to a merge event. In our
example problem, activity E has a free slack of 1 and
activity D has a free slack of 13.

The free slack in a network provides a natural feed-
ing buffer for the critical path. Thus the free slack of 1
week for activity E in figure 5 provides a feeding buffer
of 1T week. Similarly, the free slack of 13 for activity D
provides a feeding buffer of 13 weeks. Note, however,
that if a project scheduler created a feeding buffer
greater than the free slack, the merging string of ac-
tivities would form a new critical path. Accordingly,
feeding buffers are provided naturally by the free slack

in a project network, and project schedulers do not
need to create new feeding buffers.

Problems can arise when a near-critical path becomes
critical because of uncertainty in activity times. In that
situation no additional protection (a feeding buffer) is
available for protecting the original critical path. How-
ever, this protection is not necessary because the near-
critical path has become the critical path and the project

buffer applies for all critical paths. When the example
project was simulated, activities B and E were on the
critical path in 37% of the simulated trials. The project
buffer includes safety time for this situation as well as
for the 63% of the simulated trials when ACFG formed
the critical path.







